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Abstract 

Real life problems with fractional partial differential equations (FPDE's) are of great importance, since 

fractional differential equations accumulate the whole information of the function in a weighted form. This has 

many applications in physics, chemistry, engineering, etc. For that reason, we need a method for solving such 

equations, effectively, easy use and applied for different problems. The objective of this paper is to solve 

fractional elliptic partial differential equations, by using new accelerated version of rotated five point’s 

approximation method. Experiment results of the test problem are given in order to confirm the superiority of 

our proposed method. 

Keywords: Rotated Finite Difference Approximation Method; Fractional Elliptic Partial Differential Equations.  

1. Introduction  

Fast computational methods for solving partial differential equations using finite difference schemes derived 

from skewed (rotated) difference operators have been extensively investigated over the years. These Iterative 

methods based on the rotated finite difference approximations have been shown to be much faster than the 

methods based on the standard five-point formula in solving the partial differential equations which is due to the 

formers’ overall lower computational complexities ([1,2,3,4,5]). Fractional Partial Differential Equations 

(FPDE's) can be seen as a generalization of the classical partial differential equations (PDE's) in the sense that it 

takes into account the memory and hereditary properties of the physical phenomena ([6,7]). As it was in the 

classical PDE's there is no general method that can be used in solving FPDE's. Numerical solution of FPDE's 

has received great progress in the recent years ([8,9]).  
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The time and space-fractional partial differential equation describe transport dynamics in complex systems 

governed by anomalous dispersion and non-exponential relaxation [10].  

Because of complexity in the theoretic analysis of numerical approximation of fractional systems, the common 

approach is to apply the finite difference method to discretize fractional derivative operators, and then obtain the 

numerical solutions of the fractional partial differential equations. Furthermore, Goloviznin and his colleagues 

[11] developed a numerical method for solving some 1-D equations with fractional derivatives. 

The paper is organized in five sections: Section 2 describes the formulation of the Rotated Point Iterative 

Method for solving the fractional Poisson’s equation.  In Section 3, the proposed accelerated version of rotated 

five point’s approximation method will be given. In Section 4, the numerical results are presented in order to 

show the efficiency of the new proposed method. Finally, the conclusion is given in Section 5. 

2. Formulation of the Rotated Point Iterative Method for solving the Fractional Poisson’s equation   

Consider the Poisson’s equation in the form: 

( ) ( , ) ( , ),
α α

α α

∂ ∂
− + =
∂ ∂

u x y F x y
x y       

( , )∈x y D                                      (2.1) 

Where:  {( , ) : ( , ) [0, ] [0, ]}= ∈ ×D x y x y L L .  

Subject to the Dirichlet-boundary conditions: 

(0, ) ( ,0) ( , ) 0,u y u x u L y= = = and ( , ) ( )u x L g x=                                         

Beibalaev and his colleagues [8] considered the fractional Poisson’s equation in the form: 

( ) ( , ) ( , )u x y F x y
x y

α α

α α

∂ ∂
− + =
∂ ∂

, where 1 2,α≤ ≤                                                                   (2.2) 

subject to the same Dirichlet-boundary conditions of equation (2.1). Now, we consider the corresponding 

fractional order Elliptic by the form:  

( ) ( , ) ( , )∂ ∂
− + =
∂ ∂

u x y F x y
x y

α β

α β
, where  (1 , 2)α β≤ ≤                                                         (2.3) 

It can be seen that equation (2.3) is a generalization to equations (2.1) and (2.2). 

The simplest standard five-point finite difference approximation of the Laplacian is  
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Here, ),( jiij yxuu = .  Another approximation to equation (2.1) can be derived from the rotated five-point finite 

difference approximation to give [1] 

1, 1 1, 1 1, 1 1, 1
2

4 4 4
2 4

2 2 4 4

4
2
1 1                   ( ) .
2 12

i j i j i j i j ij

ij

u u u u u
h

u u uh O h f
x y x y

+ + − − + − − ++ + + −

  ∂ ∂ ∂
− + + − =  

∂ ∂ ∂ ∂   

                                                     (2.5) 

In order to obtain the finite difference approximation of the fractional order equation (2.2), we use the treatment 

introduced in [8] for approximate Caputo’s fractional derivative of order ,α (1 2)α≤ ≤  in the form: 

1, 1,2
( , ) ,

(3 )
α

αα
+

+ −− +
≈

−i

i j ij i jc
i jx

u u u
D u x y

h
                                         (2.6a) 

, 1 , 12
( , )

(3 )
α

αα
+

+ −− +
≈

−j

i j ij i jc
i jy

u u u
D u x y

h
                                          (2.6b) 

We can observe that for equation (2.1), the corresponding finite difference approximation of the Caputo’s 

fractional order derivative of order α is:  

4 (4)
1, 1, max ( )2

( , )
12(3 )(3 )

a
a

a aa
+

−
+ −− +

≈ +
−− i

ii j ij i j c
i jx

h u xu u u
D u x y

h
 

(2.7a) 

and 

4 (4)
, 1 , 1 max ( )2

( , )
12(3 )(3 )
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+

−
+ −− +

≈ +
−− j

ii j ij i j c
i jy

h u xu u u
D u x y

h
    (2.7b) 

Therefore, the standard five-point finite difference approximation of equation (2.2) can be written as: 

1, 1, , 1 , 12 2
(3 ) (3 )

+ − + −− + − +
+ = −

− −
i j ij i j i j ij i j

ij
u u u u u u

f
h hα αα α

 

which can be rearranged as in the form 
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1, 1, , 1 , 14 (3 ) αα+ − + −− − − − = −ij i j i j i j i j iju u u u u h f
                                

(2.8) 

By the same manner, the rotated five-point finite difference approximation can be written as: 

1, 1 1, 1 1, 1 1, 14 (3 ) αα+ + − − − + + −− − − − = −ij i j i j i j i j iju u u u u h f
                       

(2.9) 

There are two ways to approximating equation (2.3), the first one by using Caputo’s formula which is replaced 

by a finite sum of integrals at the discretization points, and approximate the second order derivative by using the 

standard five-point finite difference formula (2.8) or rotated five-point finite difference formula (2.9). If the 

standard five-point finite difference is used, then the finite difference formula of Caputo’s fractional derivative 

will take the form: 

1
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where 
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Then, the finite difference scheme for equation (2.3) will be given in the form: 

11
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The second way to approximating equation (2.3) by using Grunwald-Letnikov (G-L) approximation [12] as the 

following: 
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By using the standard five-point finite difference approximation (2.8), equation (2.3) can be written in the form: 

11

1, 1,
0 0

++

− + − +
= =

+ =∑ ∑
ji

k i k j s j s i ij
k s

g u g u fα β

                                      (2.11) 

where     1 ;= −k kg r zα α
 2 ;= −s kg r zβ β

1
1 ;=r

hα 2
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h
β

β  0 1;=zγ 1 ;= −zγ γ
 

( 1)...( 1) ; 1
!

− − +
= >k

kz k
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γ γ γ γ

 

Furthermore, by using the rotated five-point finite difference approximation (2.9), equation (2.3) can be written 

in the form: 

11

1, 1 1, 1
0 0

++

− + + − + +
= =
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k i k j s j s i ij
k s
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                                   (2.12) 

where     1 ;= −k kg r zα α
 2 ;= −s kg r zβ β

1
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h
β
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− − +
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kz k
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γ γ γ γ
 

3. The proposed accelerated version of rotated five point’s approximation  method   

It’s well known that in the finite difference treatment the PDE's or the FPDE's are replaced by an algebraic 

system of equations which can be written as the form 

,=Au f                                                                                     (3.1) 

where, A is 2 2(N 1) (N 1)− × − coefficients matrix, u  and f  are two 2(N 1) 1− ×  matrices, where

,1 ,2 , 1[ , ,..., ]−= T
j j j Nu u u u and ,1 ,2 , 1[ , ,..., ] ,−= T

j j j Nf f f f  1, 2,..., 1.= −j N  

It is well known that the computational molecule of standard finite difference approximation for the classical 

(integer) case of PDE's can be represented as in figure 1 whereas the computational molecule of standard finite 

difference approximation for FPDE's can be represented as in figure 2. 
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Figure 1: Computational molecule of Eq. (2.4)                 Figure 2: Computational molecule of Eq. (2.8) 

 

Also, we can observe that for the rotated five-point finite difference approximation the following 

transformations take place 

1 1 1i , j i , j± → ± ±  

1 1 1i , j i , j± → ±   

2h h.→  

Therefore, the computational molecule of the rotated five-point finite difference approximation for PDE and 

FPDE can be shown in figure 3 and figure 4 respectively. 

 

 

 

      

Figure 3: Computational molecule of Eq. (2.5)                         Figure 4: Computational molecule of Eq. (2.9) 

It is clear that the coefficients matrix for the fractional order case 0f equations (2.8) and (2.9) have the same 

structure as in equations (2.4) and (2.5) except the free column f  in the right side of system (3.1). 

Theoretically, it can be seen that the coefficients matrices resulting from systems (2.4) and (2.5) are non-

singulars, so the system (3.1) has unique solution ([5]). In addition to that the coefficients matrix A  is strictly 

diagonal dominant, then A is non-singular and systems (2.8) and (2.9) have a unique solution for (1 < α, β < 2). 

Since it is well known that preconditioners play a vital role in accelerating the convergence rates of iterative 

methods, several preconditioned strategies have been used for improving the convergence rate of the iterative 

methods derived from the standard and skewed (rotated) finite difference operators ([4], [5]). A well-designed 
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preconditioning of the PDE and FPDE problems reduces the number of iterations to reach convergence. 

Dramatic improvements are possible, but the difficulty is to construct the suitable preconditioner.  In general, a 

good preconditioner should satisfy the following prosperities: the first one is that, the preconditioned system 

should be easy to solve and the second one is that the preconditioner should be cheap to construct and apply. 

Usually the system (3.1) is large and the matrix A is sparse. Furthermore, matrix A  can be write as 

A D L U= − −                                                                                (3.2) 

where D is diagonal matrix  A, L− is strictly lower triangular parts of  A and U− is 

strictly upper triangular parts of A. A preconditioner ( )+I ML  where 0 2≤ <M  is used to modify the 

original system (3.1) to the following system: 

( ) ( )+ = +I ML Au I ML f                                                           (3.3) 

A preconditioner ( )= +P I ML is a matrix that transforms the original system (3.1) into new system (3.3) that 

is equivalent in the sense that it has the same solution, but that has more favourable spectral properties. 

4. Numerical Results and Discussion 

In the first part of this section, we have compared between the spectral radiuses of the iteration matrix 

corresponding to the resulting system of rotated five-point finite difference (original system) and the 

preconditioned system for different values of  ,α β such that (1 , 2)α β≤ ≤ . Table 1 shows the comparison of 

the spectral radius between the original and the preconditioned systems. Clearly it can be seen that the spectral 

radius of the preconditioned system is smaller compared to the original system, thus justifying the superiority of 

the preconditioned system against the original system which is quite agreeing with the results obtained in the 

previous work ([3,4,8]).  

Table 1: Comparison of the spectral radiuses of the iteration matrix corresponding to the original and the 

preconditioned systems 

 

 

 

 

 

N 
order Original system Preconditioned system 

α  β  ( )Aρ  ( )PAρ  

42 1.2 1.4 0.053 0.041 

74 1.4 1.4 0.091 0.083 

114 1.6 1.4 0.141 0.112 

186 1.8 1.4 0.184 0.171 
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The second part of this section has discussed the numerical solution of the following modal problem using the 

proposed iterative method: 

2 2( , ) ( , ) 10[4 ( 2 )]sin+ ++ = − + −c c
x y

D u x y D u x y x x yβ β π π
 

defined in {0 0.5, 0 1}= < < < <D x y  with the boundary condition 0Γ =u
 
such that: Γ is the boundary of 

the area D, and the fractional order is 1 2 .< ≤β   

Table 2: Solution of the modal problem for 1.5=β by the original and the preconditioned  systems 

 

 

Numerical data of the original and the preconditioned systems are summarized in tables (2-3) for two fractional 

orders for 1.5=β and  2 .=β  It can be observed that in all cases illustrated the increase in the fractional order

2=β reduces the magnitudes of the peaks.  

Throughout the two sections of our experiments, the results reveal that the proposed preconditioned is superior 

to the original system in solving fractional elliptic partial differential equations.  

 

 

 Original system  Preconditioned system 

 0 0.1 0.2 0.3 0.4 0.5 0 0.1 0.2 0.3 0.4 0.5 

0 0 0 0 0 0 0 0 0 0 0 0 0 

0.1 0 1.846 2.831 3.046 1.984 0 0 1.561 2.503 2.883 1.552 0 

0.2 0 2.692 5.411 5.662 3.784 0 0 2.341 4.854 5.404 3.334 0 

0.3 0 3.147 7.604 7.934 4.527 0 0 2.733 6.931 7.663 4.416 0 

0.4 0 4.533 7.599 7.962 5.681 0 0 3.883 7.201 7.533 5.334 0 

0.5 0 5.703 8.104 8.544 6.571 0 0 4.914 7.995 8.212 6.204 0 

0.6 0 6.342 8.212 8.704 7.364 0 0 5.683 8.113 8.673 6.677 0 

0.7 0 5.425 6.425 6.225 6.225 0 0 4.842 5.524 5.791 5.875 0 

0.8 0 3.843 4.511 4.341 4.542 0 0 2.661 3.641 3.973 4.341 0 

0.9 0 1.846 2.831 3.046 1.984 0 0 1.543 2.492 2.785 1.473 0 

1 0 0 0 0 0 0 0 0 0 0 0 0 

x y 
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Table (3): Solution of the modal problem for 2=β by the original and the preconditioned systems 

 

 

5. Conclusion and Future Works 

In this paper, we have formulated new preconditioned iterative method based on rotated finite difference method 

for solving fractional elliptic partial differential equations. From observation of all experimental results, it can 

be concluded that the proposed scheme may be a good alternative to solve fractional elliptic partial differential 

equation and many other numerical problems.  The idea of this proposed method can be extended to group 

iterative solver which will be reported separately in the future. 
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