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Abstract  

This paper is devoted to find a short and safe path for robot in environment with moving obstacles such as 

different objects, humans, animals or other robots. A mixing approach of robot path planning using the heuristic 

method D star (D*) algorithm based on optimization technique is used. The heuristic D* method is chosen for 

finding the shortest path. Furthermore, to insure the path length optimality and for enhancing the final path, it 

has been utilized the Particle Swarm Optimization (PSO) technique. This paper focuses on computational part 

of motion planning in completely changing dynamic environment at every motion sample domains. Simulation 

results are given to show the effectiveness of the proposed method.                                                                                                                                             

Keywords: D* Algorithm; Particle Swarm Optimization (PSO); Path Planning; known Dynamic Environment. 

1. Introduction  

The words “path planning” in robotics where the process is totally or sub automated. It is used to refer to this 

type of computational process for moving an object from one place to another with respect to obstacles. In other 

word it is searching for initial feasible path and this is the first step in the planning process for the robot 

path.The path planning problem is that of finding a path for a robot that must move from initial point, which is 

given as the start position to the goal point which is given as the destination position, in an environment that 

contains a fully defined set of obstacles. Therefore, the robot does not collide with any of the obstacles [1-4]. 

Generally, obstacles cannot always be static. When the object stays motionless in the environment, it calls 

static, i.e., fixed constantly at a location, but when the object changes its location over time, it calls dynamic.  

------------------------------------------------------------------------ 
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Dynamic environment represents a revolution and important side in modern automation, it redound in many 

important diverse applications like, air and sea traffic control negotiating, freeway traffic, intelligent vehicles, 

automated assembly and automated wheel chairs. Because of existence the moving objects, the robot needs to 

make decision quickly for avoiding possibility collisions. This represents the mutual part among these 

applications. The ability to deal with moving objects is needful for the navigation of any factual robot. The 

range of applications of intelligent robots could be widely increased since it’s able to handle moving objects [5-

7]. There are three types of dynamic environment, where all information is regarding to the obstacles, i.e., 

motions, sizes, shapes, locations, etc., is completely known, the obstacle is said to be in a known dynamic 

environment. As example for known environment the automated production line. Partially known Dynamic 

Environment is the second type when not the all information about the obstacle are exist at the planning time. In 

this state, it needs to calculate the robot motion with according to insufficient information about the 

environment. It is important to know when the robot's mission is to complete a map of the environment by 

scanning the area or to scan a certain area to make sure if there is a new object is found in the area. Finally 

when there is nothing to know about the obstacle it’s called the totally unknown dynamic environment and this 

need intelligent ways to be used. As example for unknown and partially known environment the other robots 

and humans in workspace [7]. 

To overcome the dynamic environment challenges, many path planning algorithms have been used in the 

literature. Here we started with Anthony Stentz [8] whom used The D* algorithm which is represented the 

dynamic A*, it aims to create a short path in real-time by incrementally reforming paths for the robot’s state as 

a new information is found. The D* extension which concentrate the repairs of significantly reduction the whole 

time required to subsequent and calculate the initial path re-planning operations which this paper aims to. 

Followed by Enric Cervera I Mateu [9] who suggested using robot programming architecture to learn fine 

motion tasks such as autonomous process of experience repetition could carry out the goal in minimized steps. 

This involves uncertainty in location, and the robot will be guided with sensory information by using force 

sensor but this work involves uncertainty in location. 

Many other path planning algorithms were applied for solving dynamic environment problems such as deriving 

the non-linear v-obstacle for general planar obstacles to be useful in analytic expressions. Considering obstacles 

moving on arbitrarily trajectories is represents the concept of counting velocity obstacles. The nonlinear v-

obstacle has been consisted of a deformed cone i.e. a time-scaled map of the obstacles that extend along their 

trajectories. Avoiding the obstacle during the time interval for which the v-obstacle has been generated could be 

achieved by selecting a single velocity vector outside the nonlinear v-obstacle. This method works accurate only 

with mobile robot [10]. As well as this, finding out a reasonable relation among parameters that used in the path 

planning strategies in a platform, where a robot will be able to move freely from the start location in a dynamic 

environment with map and make an optimal path to a set target location without collision with the static and 

moving objects. Researchers used a new optimal type algorithm of Rapidly-exploring Random Tree RRT 

algorithm, named RRT*. The mechanism of this strategy is based on incremental sampling that covers the all 

space and will act quickly. It can be used in more than single dimension environments and will be 

computationally efficient but they have found that a high number of sampling doesn’t give the best solution in 

addition to the higher computational time that was required for finding the path [11]. 
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From a point of view, algorithm for specify Cartesian constraints in a single and dual arm operation is proposed 

and became a library for solving manipulator motion planning problems that has been developed. The main 

algorithm is based on RRT. One parameter is used to be the common in all RRT based on planers is the range. 

The range represents a threshold for the samples drawn newly and their small distance values after that those 

will add to the tree. Range value will be affective on the planning time which means that it should be selected 

carefully since the higher values causing short time planning which is advantage but as a result it also cause a 

tensive motions and the smaller values give a long time planning and it composed more points in the tree. Also 

more checking will be needed for the collision that may be occur in the space, therefore it needs extra collision 

checking [12]. 

Most of the existing literature in dynamic environment considers only the traditional path planning algorithms 

and there are only a few studies that consider the heuristic algorithms like Anirudh Vemula [13] whom uses a 

heuristic based graph search planning algorithm that uses adaptive dimensionality consider time dimension 

corresponding to region where potential dynamic obstacle collisions can occur. This reduction in search space 

supply the approach in great speed-ups in planning time over traditional approaches such as heuristic-based A*, 

will act without losing safety, dynamic feasibility and bounded sub-optimality of the solution This approach can 

only model simple interactions and fail to generalize for complex crowded settings.  

Inspired by the above discussion, the contribution of the proposed method in this paper is represented by finding 

path solution utilizing the heuristic D* algorithm based on the PSO optimization technique in known dynamic 

environment. This work can solve the problem of finding an optimal path in dangerous, harsh, toxic 

environments and inaccessible areas.                                                                                                           

2. The D* Theory 

The D* algorithm, dynamic A*, is an algorithm that is generate short path in real-time by a graph with update or 

change arc costs. The utility of D* is that the most of arc cost corrections occurs in the robot’s neighborhood. 

From this corrections, the only part of the path is going to out to the robot’s current location is need for 

replanting. The partial optimal cost map are keep limited for the locations that the robot may use. Furthermore, 

the states that is probable to produce a new optimal path is used to reform of the map’s cost which will be 

limited and re-entrant partially. D* sets the conditions for determining when repair will be stood, because of 

finding a new path or the previous path has been found is still optimal. So, the D* strategy is used to say that it 

is very memory active, works in unbounded environments and computationally as well. The mechanism of  the 

D* algorithm is designed repeat finding optimal path to the directed graph, which means that the arc costs are 

assorted with transference cost values that could be ranged over a continuation. The corrections of the arc cost 

that came from the sensors it could be made in any time, also the estimated and measured arc costs that known 

is comprised to the environment map. This strategy could be used in any planning representation, including grid 

cell structures and visibility graphs. [14] 

D* algorithm is the dynamic A* 
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A* algorithm equation: 

 f(n) = g(n) + h(n) 

D* algorithm equation:  

f(n) =h(n) 

It could be propagated cost changes to its neighbors as shown in figure (1). 

N(x1,x2)=1 

N(x1,x3)=1.414 

N(x1,x4)=100000, if x4 has an obstacle and  x1 is a free cell. 

N(x1,x5)=100000.4, if x5 has an obstacle and x1 is a free cell 

    The arc cost of the initial node = (0.0)   

Where the arc cost of vertical and horizontal nodes are calculated as: 

             From x1 to x2 = �(𝟎𝟎 − 𝟎𝟎)𝟐𝟐 + (𝟎𝟎 − 𝟏𝟏)𝟐𝟐 = 1                                      

             From x1 to x4 = �(𝟎𝟎 − 𝟏𝟏)𝟐𝟐 + (𝟎𝟎 − 𝟎𝟎)𝟐𝟐 = 1                                      

     But the arc cost of diagonal nodes can be calculated as: 

              From x1 to x3 = �(𝟎𝟎 − 𝟏𝟏)𝟐𝟐 + (𝟎𝟎 − 𝟏𝟏)𝟐𝟐 =  √𝟐𝟐 = 1.414                       

And so on. 

 

 

 

 

 

Figure 1: Node expansion 
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Figure 2: Calculation of node expansion 

3. Particle Swarm Optimization Technique Theory (PSO) 

PSO is a laborious stochastic optimization technique, it depends on the intelligence and movement of birds 

swarms. Inspired by the behavior of nature social and dynamic motions with communications of fish schooling, 

insects or birds flocking. A number of basic variations have been developed due to improve speed of 

convergence and quality of solution found by the PSO [15]. 

The principle of PSO technique depends on generated specified number of particles in random positions in the 

specified workspace, also the velocity of those particles is nominated randomly, each particle has a memory that  

stores all the  best position have been visited before, in addition to the  fitness in that position which has been 

improved over time [16]. In each iteration of PSO technique, the 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  and 𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖,𝑗𝑗𝑡𝑡  vectors of   particle i is 

modified in each dimension j in order to lead the particle i toward either the personal best vector (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖) or 

the swarm’s best vector (𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑖𝑖𝑖𝑖)                                                                           

𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖 ,𝑗𝑗𝑡𝑡+1 = 𝑤𝑤 × 𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖,𝑗𝑗𝑡𝑡 + 𝑐𝑐1 × 𝑟𝑟1,𝑗𝑗 × �𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖� + 𝑐𝑐2 × 𝑟𝑟2,𝑗𝑗 × �𝑔𝑔𝑔𝑔𝑔𝑔𝑠𝑠𝑡𝑡𝑖𝑖𝑖𝑖 − 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖�                                                                                       

The position of each particle (bird) is updated by using the new velocity for that particle, according to equation 

below:                                                                                                                  

   𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑡𝑡+1 = 𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑡𝑡 + 𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖𝑡𝑡+1                                                                         

Where 𝑐𝑐1 and 𝑐𝑐2 are the cognitive coefficients (𝑐𝑐1+𝑐𝑐2<=4), and 𝑟𝑟1,𝑗𝑗 and 𝑟𝑟2,𝑗𝑗 are random real numbers between 

[0, 1], the inertia weight 𝑤𝑤 controls the particle momentum [17-18].  

The value of 𝑣𝑣𝑣𝑣𝑣𝑣𝑖𝑖𝑖𝑖 is clamped to the range [-𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚] to reduce the probability of    leaving the search 

space by the particle. If the search space is defined by the bounds                 

[-𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚], then the value of 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 is typically set so that 𝑣𝑣𝑣𝑣𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑘𝑘 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚, 

1 

1 

1.4 
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  where 0.1 ≤ 𝑘𝑘 ≤ 1.0.                                                                                

A large inertia weight (w) eases the local when its value is large and eases the global search when its value is 

small. To summarized PSO technique in steps it can be consist of just three steps: 

1. Calculate fitness for all particles. 

2. Update local and global bests. 

3. Update velocity and position for all particles. [19-20] 

5.  Proposed Method: D* Algorithm Based On PSO 

The path planning algorithm which has been used, is the heuristic D* algorithm that depends expansion nodes, 

in an environment with moving objects. Constructing the environment includes putting the map limitation, start 

and target locations and the obstacles locations and dimensions.                                                                                                               

After constructing the environment, the algorithm will start its work. The robot firstly stands on the target node 

and start the initial expand to its 8-connected neighbor. Each node will have an initial cost function where the 

robot will choose the least cost function node to move on and put it in the closed list while the other nodes will 

go to the open list. Taking into consideration the obstacles having a huge cost function and sorting in the closed 

list from the beginning and the process is completed like that until reaching the start node. When the search is 

completed the robot will move from the start on the nodes that have been saved in the closed list to the target 

node (therefore it is called backward searching method) avoiding the obstacles nodes, the current node, and the 

next step movement node.                                                                        

The velocity of the moving obstacle is constant and the velocity of the mass point is changing over time 

(MS × 𝑇𝑇𝑠𝑠) and it is calculated by:                                                                                     

 𝑣𝑣𝑥𝑥(𝑡𝑡) = Δ𝑥𝑥 (𝑡𝑡)
MS×𝑇𝑇𝑠𝑠

                                                                                                     

  𝑣𝑣𝑦𝑦(𝑡𝑡) = Δ𝑦𝑦(𝑡𝑡)
MS×𝑇𝑇𝑠𝑠

                                                                                                     

Where Δ𝑥𝑥 represents the change of distance in X-axis, Δ𝑦𝑦 represents the change of distance in Y-axis, MS 

represents the motion sample and 𝑇𝑇𝑠𝑠 represents the sample time which assumed to be 0.01 sec.                                                                                                                                          

After finding the D* path, the PSO optimization technique is used for enhancing the path, removing sharp edges 

and making it the shortest because the D* path has stairs shape sometimes. The proposed planning for the mass 

point in dynamic environment is shown in figurers (3). The first step to operate the PSO, is to set the parameters 

of PSO (𝑐𝑐1=1, 𝑐𝑐2=3, w=1) which are found by a trial and error technique to reach the best results.  Now, the D* 

path enters the PSO work, which will represent the D* path as the search space and choose the optimal points 

from it, taking into account the  general shape for the D* path and without distorting the original form. After 
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determining the PSO search space which is the D* path matrix, the search process begins with defining the 

number of via points (birds number) that search for the new points according to the search space dimension and 

the PSO parameters. These via points are chosen randomly from the search area (D* path) and will represent the 

position parameters in the PSO equation.                                                                                                       

The cubic spline interpolation equation has been used to connect the best chosen points from the PSO 

optimization technique to generate corresponding smoothed path. The cost function of PSO which is the path 

length is computed. Then the elementary velocity is set, and updating the local and global parameters is the next 

step. The procedure is reiterated until the given points that are looked over the path are finished. The next step is 

updating the velocity and position equations, for converging the via points into the best cost, and also updating 

the local and global parameters, the flowchart in figure (4) explains the entire process.                            

 

 

Figure 3: Proposed planning for the mass point in dynamic environment 
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Figure 4: The heuristic D* Via Point flowchart for known obstacle position dynamic environment 
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6. Simulation Result 

6.1 First Environment 

This environment represents the non-interactive path solution among the robot and the moving obstacles in 

dynamic environment to find the shortest safe path using D* algorithm based on PSO. This environment 

features multi obstacles with different sizes and different motion styles. It have eight obstacles, tow are static 

and six are moving with different motion behavior. Also support critical paths only few possible paths could be 

found which choose the shortest. Figure (5) shows the scenario of dynamic result in case of D* path only which 

represents motion steps from, where the figure (a) to figure (h) according to different motion sample from initial 

state until achieving the goal with 106.5685 cm path long. Using D* based on PSO guarantees a collision free 

path as shown in figure (6.a). Mixing PSO with the D* path enhance the last to 102.6672 cm path long as shown 

in figure (6.b). The best coast after 300 iteration reduce the cost function with 3.9013 cm. The figure (7) shows 

the same motion scenario but in PSO case from initial state figure (a) to the goal figure (d). 
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Figure 5: The heuristic D* path planning for the first environment 

  

Figure 6:  (a) represents D* path and PSO path, (b) represents the best cost of PSO path 
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Figure 7: The heuristic D* based on PSO final path 

6.2 Second Environment 

This environment represents the non-interactive path solution among the robot and the moving obstacles in 

dynamic environment to find the shortest safe path using D* algorithm based on PSO. This environment 

features obstacles with different sizes and different motion styles. It have six moving obstacles with different 

motion behavior. It supports safe short path in narrow area as shown in figure (8) where the scenario of dynamic 

result in case of D* path only which represents motion steps from figure (a) to figure (h) according to different 

motion samples from initial state until achieving the goal with 106.5685 cm path long. Using D* based on  PSO 

guarantees a collision free path as shown in figure (9.a). Mixing PSO with the D* path enhance the last to 

106.6039 cm path long as shown in figure (9.b). The best coast after 300 iteration reduce the cost function with 

4.0651cm. The figure (10) shows the same motion scenario but in PSO case from initial state figure (a) to the 

goal figure (d). 
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Figure 8: The heuristic D* path planning for the second environment 

  

Figure 9:  (a) represents D* path and PSO path, (b) represents the best cost of PSO path 

  Table 1: Environments information 

environment Population Iteration D* path PSO path 

1 50 300 106.5685 cm 102.6672 cm 

2 50 300 110.6690 cm 106.6039 cm 
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Figure 10: The heuristic D* based on PSO final path for the second environment                                              

7.  Conclusions  

This paper proposed a methodology that considers solving the path planning problem in known position 

changes dynamic environment utilizing the use of heuristic D* algorithm for finding the best path and the use of 

PSO optimization technique for getting the final optimal path. At first, the D* algorithm is applied to find the 

shortest path then the Particle Swarm Optimization method is used to enhance the final path by removing the 

sharp edges till finding optimal path. The result clearly proves the advantage of using the proposed mixed 

approach. The length of the new path produced by the optimization technique was smooth, safe, optimal and 

shortest which traditional D* method could not find such a path. 
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